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Abstract

One of the greatest obstacles to designing a mind is the complexity of integrating different process types, time frames
and representational structures. This paper describes a methodology for addressing this obstacle, Behavior Oriented
Designed (BOD), and explains it in the context of creating anagent capable of natural language dialogue.

1 Introduction

Modularity of some degree and description is almost uni-
versally accepted in modern understandings of the oper-
ation of human minds. On a physical level, we know
a great deal about the different structures and functions
of various elements of the central nervous system. The
spinal cord, the neocortex, the hippocampus, the amyg-
dala, the cerebellum, the lateral geniculate nucleus, the
various sense organs — while our understanding of these
systems is not complete, we have begun to know their
individual architectures and their contributions to intelli-
gence as a whole. Similarly, we are developing a set of
fairly well described psychological modules we know to
be at least partly independent — declarative knowledge,
motor skills, episodic memory, drives, emotions, percep-
tion, recognition.

Controversies surrounding modularity focus not so much
on its existence as on its nature and extent. The question
of modularity is not whether it exists, but how it is orga-
nized. For example, are modules necessarily fully encap-
sulated (that is, disconnected from each other) as in Fodor
(1983) and Brooks (1991), or can they draw information
from each other, as indicated by Karmiloff-Smith (1992)
or Ramachandran and Blakeslee (1998). In AI, there is a
further question — how can we as creators of intelligence
create this order?

This paper describes a methodology for addressing
this problem, Behavior Oriented Designed (BOD), and
explains it in the context of creating an agent capable of
natural language dialogue. The goal is to be able to create
a system capable of perception and action; of maintain-
ing both local behavioral coherence and global dedication
to multiple, possibly conflicting goals; of learning; and,
in this case, of expressing itself. This requires the com-
bination of parallelism with ordered sequential behavior,
and modularity with coherence. It requires the integration
of both memory and intentionality across several different
time frames.

This paper begins with a full description of BOD. We
then illustrate the methodology by describing the con-
struction of a dialog agent. We have been pursuing re-
search in this area for two very different, but not nec-
essarily exclusive purposes. The first is to leverage the
current state-of-the-art in the design of complex agents to
the problem of creating tutorial dialogs. The second is
to incorporate semantic and syntactic information gath-
ered through statistical natural language processing into
an intentional dialogue agent. Both of these projects are
work in progress, but both effectively illustrate important
aspects the problem of designing a mind. The paper con-
cludes with a brief discussion of what additional features
might be required in BOD for constructing a true “mind,”
and whether BOD is compatible with these extensions.

2 Behavior Oriented Design (BOD)

2.1 Behaviors and Behavior-Based Design

Behavior Oriented Design is a methodology for construct-
ing complex agents. It is designed to be applicable under
any number of languages and most popular agent archi-
tectures. As can be gathered from its name, BOD is a
derivative of Behavior-Based Artificial Intelligence (BBAI)
(Brooks, 1991; Maes, 1991; Matarić, 1997), informed by
Object Oriented Design (OOD) (e.g. Coad et al., 1997).
Behavior-based AI is an approach that specifies that in-
telligence should be decomposed along the lines of per-
ception and action. Behaviors are described in terms of
sets of actions and the sensory capabilities necessary to
inform them. This sensing must inform bothwhen the
actions should be expressed, andhow. In other words,
there are really two forms of sensing: sensing for detect-
ing context, and sensing for parameters and feedback of
motor actions.

The central observation of behavior oriented design is
that mere sensing is seldom sufficient for either detecting



context or controlling action. Rather, both of these abili-
ties require full perception, which in turn requires mem-
ory. Perception exploits experience and expectation to
perform discriminations more reliably than would other-
wise be possible. This observation has two consequences
in the BOD methodology. First, memory becomes an es-
sential part of a behavior. In fact, memory requirements
serve as the primary cue forbehavior decomposition, —
the process of determining how to divide intelligence into
a set of modules. This strategy is analogous to the cen-
tral tenet of object-oriented design, that process is best
described and ordered in terms of state.

Although behaviors should be autonomous in so far as
they provide for their own awareness of appropriateness
to context, they should not necessarily be so sufficiently
informed as to know whether their current operation is in
line with the intentions or behavioral context of the entire
agent. This is the other consequence of acknowledging
the role of expectation in perception. The intentions of
the agent are themselves state, and as such are the domain
of a separate module dedicated to arbitration between be-
haviors. This process is known as action selection.

2.2 Action Selection in BOD

Action selection, unless sufficiently informed, turns into
a combinatorially explosive search process, such as pro-
ductive planning (Chapman, 1987). Behavior oriented de-
sign addresses this problem in two ways. First, in com-
mon with standard BBAI, the behaviors themselves con-
trol many of the details of action, thus significantly re-
ducing the potential search space. Second, BOD relies
on reactive planning. Reactive planning provides the ex-
pertise of experience and expectation in the form of pre-
programmed plan elements, which are executed as seems
appropriate based on the agent’s perceptions. These per-
ceptions are again based in the behaviors. As this indi-
cates, BOD does not take the strictly encapsulated view of
modularity, but rather allows for a well-defined interface
between behavioral modules. The form of this interface
is also taken from OOD. The interface is built of methods
on the objects that represent the agent’s behaviors.

Reactive planning provides for the sequencing of be-
havior through the appropriate execution of reactive plans.
Reactive plans are not themselves limited to sequential
structure, but generally also exploit hierarchy, with a num-
ber of different possible plan elements ready for execution
at any particular time. Behavior oriented design provides
for both of these means of ordering behavior.Action pat-
ternsare simple sequences of action and sensing primi-
tives. Competencesare prioritized collections of plan el-
ements, the operation of which will tend to achieve a par-
ticular goal. Most plan elements will also carry perceptually-
dependent preconditions for determining whether the el-
ement can and should operate. When a competence is
active, its highest priority element that can operate is ac-
tivated.

Consider an example in blocks world. Let’s assume
that the world consists of stacks of colored blocks, and
that we want to enable an agent to meet the goal of hold-
ing a blue block. The perceptual operations in this plan
are based on the visual routine theory of Ullman (1984),
as implemented by Horswill (1995). A possible plan would
be:

1 (holding block) (block blue) goal
2 (holding block) drop-held-object
3 (fixated-on blue) grasp-top-of-stack
4 (blue-in-scene) fixate-blue

In this plan, the highest priority plan element is at the
top: recognizing that the goal has been achieved. The
competence will terminate if either the goal is achieved
or if no elements can execute. Otherwise, the highest pri-
ority element is executed. Consider the case where the
world happens to consist of a stack with a red block sitting
on the blue block. If the agent has not already fixated on
the blue block before this competence is activated, then
the first operation to be performed would be element4.
Otherwise, if for example the previously active compe-
tence has already fixated on blue,4 would be skipped.
Once a fixation is established, element3 will trigger. If
the grasp is successful, this will be followed by element2,
otherwise3 will be repeated. Assuming that the red block
is eventually grasped and discarded, the next successful
operation of element3 will result in the blue block being
held, at which point element1 should recognize that the
goal has been achieved, and terminate the competence.

Infinite retries can be prevented through a number of
means: either through habituation at the element level,
timeouts at the competence level, or through a separate
attentional mechanism which is triggered by repeated at-
tempts or absence of change. As this last potential mech-
anism indicates, BOD’s action selection mechanism also
provides for the switching of attention between multiple
possible drives. Indeed, a parallel mechanism is neces-
sary in order for an agent to be sufficiently reactive to
operate in a dynamic world (c.f. Georgeff and Lansky,
1987; Matarić, 1997; Bryson, in press). In BOD’s ac-
tion selection, this mechanism takes the form of a spe-
cial root competence that keeps track of the basic drives
for the agent and monitors them for changes in focus of
attention. I refer to systems with these characteristics
as having Parallel-rooted, Ordered Slip-stack Hierarchi-
cal (POSH) action selection. These attributes have been
used in a stand-alone architecture, Edmund (Bryson and
McGonigle, 1998; Bryson, 1999b) and incorporated into
other architectures: Ymir, a multi-modal character archi-
tecture (Thórisson, 1999; Bryson, 1999a; Thórisson and
Bryson, in preperation) and PRS, a leading reactive archi-
tecture for agents and robots (Georgeff and Lansky, 1987;
Bryson, in preperation).



2.3 The Design Process

The analogy between BOD and OOD is not limited to
the obvious implied metaphor of the behavior and the ob-
ject, as discussed in Section 2.1, nor to the use of meth-
ods on the behavior objects for specifying the interface
to the reactive plans, as explained in Section 2.2. The
most critical aspect of BOD is its emphasis on the design
process itself. As in OOD, BOD emphasizes cyclic de-
sign with rapid prototyping. The process of developing
an agent alternates between developing libraries of be-
haviors, and developing reactive plans to control the ex-
pression of those behaviors. As in OOD, BOD provides
guidelines not only for making the initial behavior decom-
position, but also for recognizing when a decomposition
has turned out to be inadequate, and heuristic rules for
correcting these problems.

2.3.1 The Initial Decomposition

The initial decomposition is a set of steps. Executing
them correctly is not critical, since the main development
strategy includes correcting assumptions from this stage
of the process. Nevertheless, good work at this stage
greatly facilitates the rest of the process.

The steps of initial decomposition are the following:

1. Specify at a high level what the agent is intended to
do.

2. Describe likely activities in terms of sequences of
actions. These sequences are the the basis of the
initial reactive plans.

3. Identify an initial list of sensory and action primi-
tives from the previous list of actions.

4. Identify the state necessary to enable the described
primitives and drives. Cluster related state elements
and their primitives into specifications for behav-
iors. This is the basis of the behavior library.

5. Identify and prioritize goals or drives that the agent
may need to attend to. This describes the initial
roots for the POSH action selection hierarchy.

6. Select a first behavior to implement.

The lists compiled during this process should be made
either in a notebook, or better in computer files, which
can serve as documentation of the agent. If the documen-
tation is kept in files, the use of a revision control system
is strongly recommended, in order to record the project’s
history.

Experience has shown that documentation is most likely
to be maintained if it is in fact a functional part of the
code. For this reason, code files for the separate elements
of the system should be kept segregated by function. In
particular, most reactive architectures require special def-
initions of the coded primitives. These definitions should

be kept in a single dedicated file, and the primitives sorted
by the behavior module in which they are implemented.
This file being functional is therefore always up-to-date,
and a clear and convenient documentation of the interface.

In selecting the first behavior, it is often a good idea
to choose a simple, low-level priority that can be continu-
ously active, so that the agent doesn’t “die” immediately.
For example, on a mobile robot with a speech synthe-
sizer, the bottom-most priority of the main drive hierar-
chy might be a “sleep” function, which keeps track of the
time and snores every 30 seconds or so. This way, the de-
veloper has a clear indication that the robot’s control has
not crashed, but that none of its interesting behaviors can
currently trigger.

2.3.2 The Development Process

The remainder of the development process is not linear. It
consists of the following elements, applied repeatedly as
appropriate:

� coding behaviors,

� coding reactive plans,

� testing and debugging code, and

� revising the specifications made in the initial phase.

Usually only one behavior will be actively developed
at a time. Again, using revision control is a good idea,
particularly if multiple developers are working on behav-
iors.

Reactive plans grow in complexity over the develop-
ment time of an agent. Also, multiple reactive plans might
be developed for a single platform, each creating agents
with different overall behavior characteristics, such as goals
or personality. It is best to keep all working plans in a
special library, each commented with the date of its de-
velopment, a description of its behavior, and a record of
any other plan or plans from which it was derived. A li-
brary of historic plans can be used as a testing suite if any
radical change is made to the behavior library.

Testing should be done as frequently as possible. De-
veloping in languages that do not require recompiling,
such as perl and lisp, significantly speeds the development
process, though it may slow program execution time.

2.3.3 Revising the Specifications

The most interesting part of the BOD methodology is the
set of rules for revising the specifications. As in OOD,
one of the main goals of BOD is to reduce redundancy.
If a particular plan or behavior can be reused, it should
be. If only part of a plan or an action primitive can be
used, then a change in decomposition is called for. In
the case of the action primitive, the primitive should be
decomposed into two or more primitives, and the original
action replaced by a plan element. Ideally, the new plan



element will have the same name and functionality as the
original action. This allows established plans to continue
operating without change.

In general, the main design principle of BOD iswhen
in doubt, favor simplicity.A primitive is preferred to an
action sequence, a sequence to a competence. Heuristics
like the above can then indicate when the simple element
must be broken into a more complex one.

If a sequence sometimes needs to contain a cycle, or
often does not need some of its elements to fire, then it is
really a competence, not an action pattern. A competence
may be thought of, and designed, as a sequence of behav-
iors that might need to be executed in a worst-case sce-
nario. The ultimate (last / goal) step is the highest priority
element of the competence, the penultimate the second
highest and so on. Triggers on each element determine
whether that element actually needs to fire at this instant.
If a competence is actually deterministic, if it nearly al-
ways actually executes a fixed path through its elements,
then it should be simplified into a sequence.

Competences are really the basic level of operation
for reactive plans, and a great deal of time may be spent
programming them. One way a competence can flag a
need for redesigning the specification is by relying on
large numbers of triggers. Perception should be handled
at the behavior level; it should be a skill. A large num-
ber of triggers should be converted into a single percep-
tual primitive. Another problem can be that too many ele-
ments are added into the competence. This makes design
more difficult by increasing the probability that a design
fault might result in plan elements that operate against
each other, unsetting each other’s preconditions. More
than seven elements in a competence, or difficulty in ap-
propriately prioritizing or setting triggers, indicates that a
plan needs to be decomposed into two plans. If several of
the elements can be seen as working to complete a sub-
goal, they may be moved into another competence which
replaces them as an element of the parent plan. If two
or more of the elements always follow each other in se-
quence, they should be removed and made into an action
pattern, which is again substituted into the original com-
petence. If the competence is actually trying to achieve
its goal by two different means, then it should be broken
into two sibling competences which are both inserted into
the competence’s parent plan, with appropriate triggers to
determine which one should operate.

2.4 Differences from Related Approaches

Given that this section has emphasized the analogies be-
tween BOD and other related approaches, it may be use-
ful to also quickly outline some relevant differences. It
should be noted first that BOD and its competitors are
methodologies, not just algorithms. In most cases, it should
be at leastpossibleto solve problems under any approach.
The difference is how easy (and consequently, how likely)
it is to solve problems using a particular strategy.

There are two main benefits of BOD over standard
BBAI: BOD’s use of hierarchical reactive plans, and BOD’s
methodology of behavior decomposition.

Having explicit reactive plans built as part of the ar-
chitecture greatly simplifies control. When one particular
set of behaviors is active (say a robot is trying to pick up
a teacup) there is no need to worry about the interactions
of other unrelated behaviors. The robot will not decide
to sit down, or relieve itself, or go see a movie unless it
is at a reasonable juncture with the tea cup. On the other
hand, it may drop the cup if something truly important
happens, for example if it must fend off an attack from
a large dog trying to knock it over. It is much easier to
express this information in a reactive plan than to build
complex mutual inhibition systems for each new behav-
ior every time a behavior, as is necessary in conventional
BBAI. In mutual inhibition or reinforcement systems, the
control problem scales polynomially, with explicit plans
the problem scales linearly.

What BOD offers in terms of behavior decomposition
over other BBAI methods is:

� A better place to start. Instead of trying to deter-
mine what the units of behavior are, the developer
determines what information the agent is going to
need. This is one of the chief insights from OOD.

� A better way to fix things. Unlike other BBAI ap-
proaches, BOD does not necessarily assume that
decomposition is done correctly on the first attempt.
It provides for cyclic development and neat inter-
faces between behaviors and control.

Although BOD is based on OOD, it is not a fully
object-oriented approach. OOD tends to be useful for
passive reactive systems, but is used less frequently for
designing systems that are actively internally motivated.
The addition BOD provides over OOD is the reactive plan
component. This allows the expression of motivation and
priority as part of the organization of behavior. BOD ap-
plies techniques for building plans and decomposing be-
haviors that are analogous to, but not exactly the same as
the OOD methodologies for designing object hierarchies.
In BOD the behaviors are not hierarchical, the reactive
plans are.

Another recently developed methodology is Agent Ori-
ented Design (Iglesias et al., 1999). AOD assumes that
every module is an agent, with intentions and fully encap-
sulated state. This differs from BOD, which allows dif-
ferent behaviors to have access to each other’s state, and
models intentions and planning on a global level, across
behaviors, not within them. AOD is actually more analo-
gous to standard BBAI than to BOD.



3 Behavior Decomposition and Plan
Construction for Dialogue

Behavior oriented design was developed as a methodol-
ogy to address the scaling issue in behavior based arti-
ficial intelligence. So far it has been applied to prob-
lems in blocks world, mobile robotics (Bryson and Mc-
Gonigle, 1998), artificial life (an animal in a simulated
ecosystem) (Bryson, 1999b), and virtual reality character
development (Bryson, 1999a). However, none of these
applications illustrate BOD at a level of cognitive com-
plexity that suits the conventional implications of “mind”.
For this reason, this paper focuses its illustrations on work
currently in progress in the application domain of natural
language dialogue.

Dialog systems currently require an enormous amount
of engineering, and typically result in relatively brittle
systems. We are currently exploring the use of reactive
planning in general and BOD in particular for simplify-
ing dialogue system design.

3.1 Selecting Initial Primitives: the First Plan

We begin by considering as an example the problem of di-
alog management in a system such as TRAINS-93 (Allen
et al., 1995). This system was a major effort in addressing
the complete problem of dialog, including having a sys-
tem capable of planning and acting as well as discussing
its plans and acquiring its goals verbally. The TRAINS
system served as an assistant to a manager attempting
to make deliveries of commodities, such as bananas and
orange juice, to a number of different cities. In addi-
tion, various cities had various important resources, such
as trains, cars, processing plants and raw commodities.
These cities were connected by rail, so transport requires
scheduling in both time and space.

To build a dialog system similar to TRAINS-93, we
first list a rough set of capabilities we expect the agent
will have. In this case, we can use the existing system as
a guide, and assume that the agent will eventually need
the same set of speech acts as capabilities. While we are
organizing the gross behavior of the agent, these speech
acts will be simple primitives that merely indicate their
place in execution by typing their name. This practice of
implementing bare, representative functionality as a part
of early design is calledstubbingin OOD. Based roughly
on TRAINS speech acts, the initial list of primitives is the
following:

acceptor reject a proposal by the dialog partner,
suggesta proposal (e.g. a particular engine or location for

a particular task),
request information (e.g. a particular of the current plan),
supply-info in response to a request, and
checkfor agreement on a particular, often necessary

due to misunderstandings.

(if my-turn)
(if request-obligation) (if check-request false)reject
(if request-obligation) (if check-request true)accept
(if inform-obligation)supply-info
(if comprehension-failure)check last-utterance
(if bound-non-requirement)

(if requirement-checked)check-task
check-requirement

(if requirement-not-bound)
pick-unbound-req , suggest-req

(if (no task))request-task
wait

Table 1: In this table, indentation indicates depth in the
plan hierarchy. Notice that the action primitives generally
assume deictic reference, where the perception primitive
has set attention to a particular task or requirement.

Working from these primitives, we can construct a
high-level plan for dialog management in just a few lines
(see Table 1). Here, sensory checks for context are indi-
cated by parenthesis. The primitive actions listed above
are in bold face.

The highest level concern for this plan is simply whether
the agent should take a turn, or whether it should wait qui-
etly. Once it has decided to take a turn, the highest priority
behavior is to fulfill any discourse obligations, including
the obligation to try to understand the previous statement
if it was not successfully parsed. If there are no exist-
ing obligations, the next highest priority is to resolve any
inconsistencies in the agent’s current understanding, in-
dicated here by having a requirement not entailed by the
task bound to some value. This indicates a need either for
clarification of the requirement, or of the current task.

If there are no such inconsistencies, but there is an
outstanding task to perform, then the next highest prior-
ity is to complete the task, which in the case of TRAINS
usually involves assigning a particular resource to a par-
ticular slot in the problem space. Finally, if there is no
task, then this agent, having no other social or personal
goals, will seek to establish a new one.

This simple plan indicates a number of elements of
state the agent is required to keep track of. These elements
in turn indicate behaviors the agent needs to have estab-
lished. To begin with, the agent needs to know whether it
currently believes it has the turn for speaking. Although
that may be a simple of bit of information, it is dependent
on a number of perceptual issues, such as whether the di-
alogue partner is actively speaking, and whether the agent
itself has recently completed an utterance, in which case
it might expect the other agent to take some time in pro-
cessing its information. The agent may also be capable
of being instructed to wait quietly. Further, that waiting
might also be time bounded.



3.2 Building a Behavior Library and Drive
Structure

To a first approximation, the primitives used in the plan
above can be arranged into behaviors as shown in Fig-
ure 1.

Turn
my-turn
wait

Hear
last-utterance

Speak
check-request
check-task

check-requirement
reject
accept

supply-info

Task
bound-non-requirement
requirement-checked
requirement-not-bound

pick-unbound-req
suggest-req

task

Listen
request-obligation
inform-obligation

comprehension-failure

Figure 1: A first cut at a behavior decomposition for a
TRAINS-93 type dialog agent. Each box represents a
behavior and the primitive senses and actions associated
with it. Arrows indicate information flow between behav-
iors.

The constructive planning required by TRAINS-93 can
also be replaced by a fairly short reactive plan (omitted
for space) though still supplemented by an

��
search al-

gorithm for finding the nearest resources. This suggests
that a reasonable initial drive structure for the TRAINS-
like dialog agent might be:

1 (if noise) listen
2 (if need-answer) think
3 (if my-turn) take-turn
4 wait

This small plan serves as the parallel operating root of
the action selection for the entire dialog agent. The plan
in Table 1 fits under the labeltake-turnwhile the reactive
plan for scheduling (including the call to the search algo-
rithm) fits underthink. A drive structure like this allows
another speaker to interrupt, sincelisten has the highest
priority. The entire system still relies on the basic behav-
iors shown in Figure 1. The act of attempting to take a
turn would set the flag for “need-answer” if a problem re-
quiring domain-specific planning has been encountered.
Solving such a problem should unset the flag, so that turn
taking might again operate. Notice that the drive struc-
ture has no goal, so will never terminate due to success.
Also, the lowest priority element has no precondition, so
the drive might never terminate with failure, unlesswait
has a timer and a limit after whichwait itself fails.

3.3 Scaling the System

The above system obviously hides a great deal of com-
plexity: the problems of parsing the dialog input and con-
structing sensible output are completely untouched. On
the other hand, a BOD system is sufficiently modular that
these procedures may be primitives or “black boxes,” since
many AI systems for language parsing and generation have
already been constructed.

Our intention is to use behavior oriented design to
organize dialog management for an even more complex
system than the one shown above. Our problem domain
is tutoring basic electricity and electronics, and we hope
to integrate systems that are capable of a wide range of
behaviors for assisting students. Examples of desired be-
havior include analyzing incorrect answers in order to di-
agnose the learning failure, and providing multi-turn, So-
cratic method tutoring to lead the students to correcting
their basic misconceptions. To be useful with real stu-
dents, this system will need to be sufficiently reactive to
allow the student to either solve the problem prematurely,
and also be able to branch into a greater depth of expla-
nation in response to a query or further errors from the
student. The design specifications of this tutoring system
are described further in (Core et al., 2000).

Student model

Parser
Simulation
Observer

FEEDBACK 

PLANNER

Teaching 
strategies

Curriculum

Dialog goals

(Agenda)

Simulation Environment Verbal tutor-student-communication

solving context
Problem

Recogniser
Plan 

Problem-Solving 
Manager

Domain
Reasoner 1-N

Expert + buggy
knowledge

(PSM)

INTERPRETER

Dialogue
context

Expectations

SENSING SYSTEM

FEEDBACK GENERATION

TUTOR

WORLD

Figure 2: An example of an architecture for a dialogue-
based intelligent tutoring system. After Core et al. (2000).

4 Discussion: Can BOD Build a Mind?

The previous sections have presented a methodology for
creating complex agents, and an example blueprint for an
agent capable of the particularly humanoid capability of
natural language dialogue. But can behavior oriented de-
sign be used to create amind? This section addresses this
question in three different ways. First, we examine the
biological plausibility of systems such as those created
under BOD. Next, several important elements of mind



not explicitly addressed in the previous example are dis-
cussed. Finally, we discuss learning.

4.1 Biological Plausibility

BOD hypothesizes the following:

1. most of intelligence is broadly modular,

2. arbitrating between modules requires a specialized
mechanism for action selection,

3. complex behavior requires hierarchical and sequen-
tial structure for action selection, and

4. switching attention from complex behavior to new
salient features or events also requires a specialized
mechanism, operating in parallel.

None of these hypotheses have been completely es-
tablished in the biological literature, however all of them
currently have active support in the neuroscience litera-
ture. Modularity was discussed in the introduction to this
paper. It is also supported by brain cell recording exper-
iments showing that individual cells are associated with
different stimuli and/or behavior, and indeed are members
of different ensembles, depending on the animal’s current
context (e.g. Skaggs and McNaughton, 1998). Redgrave
et al. (in press) have put forward the hypothesis that the
basal ganglia is the specialized organ for action selec-
tion in vertebrates. The amygdala has long been impli-
cated as a brain organ dedicated to detecting emotionally
salient features in the environment and gating behavior
in response to them (Carlson, 1994). Of the hypotheses,
the most contentious is probably the third, which I have
discussed at length elsewhere (Bryson, 2000). There is
considerable evidence that at least some species-typical
behavior sequencing is stored in various areas of the ver-
tebrate midbrain (Carlson, 1994).

Another interesting biological analog to the mental ar-
chitecture constructed under BOD is Rensink’s recent the-
ory of vision and visual attention (Rensink, 2000). Rensink
proposes that the visual scene is essentially covered with
proto-objectswhich are monitored in parallel by the vi-
sion system, while only one item is fully attended to at
any given time. That item is constructed of approximately
four “fingers” of attention which bind proto-objects into
the attended, fully represented object. Only attended ob-
jects can appear in episodic memory, or be associated
with time, though proto-objects may communicate loca-
tion and gist, particularly on the level of priming. Rensink’s
work is an interesting parallel, particularly in that it fo-
cuses on perception, while BOD focuses on action, and
the two models are more or less reciprocal.

4.2 Additional Humanoid Subsystems

As indicated towards the end of the dialog example above,
any number of modular systems might be incorporated

into a BOD system. This paper and BOD in general em-
phasize the organization of action and memory. However,
a fully humanoid mind might require a number of other
systems.

4.2.1 Spatial Action and Perception

An embodied agent, whether embodied physically or in
virtual reality, encounters significant challenges not present
in a text-based world. For example, a robot typically has
noisy and unreliable sensors which require memory and
sensor fusion to disambiguate perception. Of course, nat-
ural language can also be ambiguous and require multiple
knowledge sources. As it happens, BOD’s behavior li-
brary structure and heuristic programming methodology
were originally developed around the problems of mobile
robot sensing, and have proven successful in that domain.

Coherent action, particularly of effectors with many
degrees of freedom, is easier to perform with an extension
to BOD. This extension is a separate intelligent scheduler
which selects appropriate motions once the main planner
has selected the target positions or gestures. This module
is at least roughly functionally equivalent to the cerebel-
lum in vertebrates, in that it handles smoothing of behav-
ior without handling its planning. BOD has been success-
fully combined with another architecture which has this
scheduling feature, Ymir (Thórisson, 1999), although un-
fortunately very little work has been done so far with this
hybrid architecture.

4.2.2 Emotions

Although BOD provides explicitly for motivation and drive,
the above system has no specific provision for emotion
or affect. In vertebrates, emotions serve as specialized
mechanisms for focusing attention, including by deacti-
vating large sections of the cortex (Damasio, 1999). They
can also provide complex reinforcement signals for learn-
ing behavior (Gadanho, 1999). These functional consid-
erations can be addressed from within BOD. However, a
specialized system for mimicking more exactly human or
animal emotions would clearly be useful for certain kinds
of social interactions — both for making the agent more
comprehensible to humans, and for allowing the agent to
better model (and therefore perceive) human behavior.

4.2.3 Consciousness and Explicit Knowledge

The dialog system above makes no explicit distinction be-
tween conscious and unconscious behavior. Norman and
Shallice (1986) propose that consciousness is a sort of
special attention which, when activated by some form of
interrupt or exception-handlingsystem, aids with a partic-
ularly difficult task. This sort of system might be modeled
in BOD, perhaps with the more generally associated links
to highly plastic episodic memory serving as the special-
ized attentional systems. BOD systems are capable both
of focusing attention on important tasks, and of storing



and manipulating records of episodes. However, currently
no deliberate model of consciousness has been built under
BOD. In fact, the action selection system that operates as-
pects of the dialog system that are usually unconscious in
humans is identical to that which operates elements that
are usually perceived as being conscious: the only differ-
ence is which behaviors’ elements are being manipulated.

4.3 Learning

However powerful a design methodology is, it would al-
ways be useful to automate at least some part of the design
process by using machine learning. BOD’s architecture
provides bias useful for enabling certain kinds of learn-
ing. Of course, bias and constraint are equivalent: at least
one class of problem is very difficult to address within the
constraints of the BOD architecture. Nevertheless, BOD
can serve as a good starting place for designing minds,
including designing minds that learn.

4.3.1 Learning Within Behaviors

BOD is deliberately designed to enable learning within a
behavior: in fact, the rate at which state varies is one of
the chief cues for what state should be clustered into a par-
ticular behavior. Similarly, machine learning techniques
can be used for constructing a behavior, or at least part
of its state. We are currently engaged in attempting to
incorporate statistically acquired semantic lexicons (e.g
Lowe, 1997) into a dialogue agent. This could quickly
broaden the scope of the agent’s ability to recognize con-
versational contexts. An agent with this lexicon could rec-
ognize entire classes of semantically similar sentences for
any one programmed interaction.

Similarly, we would like to incorporate the statisti-
cally acquired mechanisms of natural language genera-
tion of Knight (Knight and Hatzivassilogon, 1995; Ober-
lander and Brew, in press) into our dialog agent. This
would allow us to vary the generative output of our system
to be appropriate for various audiences simply by training
the mechanism on an appropriate corpus.

Ultimately, it would be interesting to attempt to learn
dialog patterns directly from corpora as well. In this case,
we could create a “learning Eliza” with only basic turn-
taking mechanisms built into the system. The system
might be vacuous, but this might not be apparent in gossip-
level conversations. We believe, for example, that it might
be possible to simulate an individual suffering from William’s
syndrome this way.

4.3.2 Learning New Plans

Facilitating the learning of new reactive plans was another
of the design intentions of BOD. However, this intended
feature has not yet been exploited in practice. Learning
action patterns should be possible, provided their repre-
sentation is inserted into a behavior rather than left in a

privileged location of the architecture. Learning could oc-
cur by trial and error, with generation of new trials done
by mutation or recombination of existing patterns. New
patterns could also be provided socially, either by imita-
tion or instruction, or by informed search as in conven-
tional planning.

4.3.3 Learning New Behaviors

Although learning new behaviors is clearly a human ca-
pacity, this ability is the one most firmly outside of the
BOD specification. Allowing for behavioral change would
require a complete re-representation of behaviors into some
form of generic object class, or better a generic, fine-
grained substrate. However, learning acquired modularity
in neural representations is currently only in its infancy.
There will probably be a significant interval before such
techniques can model the complexity of behavior shown
in BOD systems. Even if these techniques are finally de-
veloped, BOD or a similar architecture might be used to
develop the initial agent with its first set of behaviors and
competences.
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