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Representations underlying social learning 
and cultural evolution

Joanna J. Bryson
University of Bath / Konrad Lorenz Institute for Evolution and Cognition 
Research

Social learning is a source of behaviour for many species, but few use it as ex-
tensively as they seemingly could. In this article, I attempt to clarify our under-
standing of why this might be. I discuss the potential computational properties 
of social learning, then examine the phenomenon in nature through creating a 
taxonomy of the representations that might underly it. This is achieved by first 
producing a simplified taxonomy of the established forms of social learning, 
then describing the primitive capacities necessary to support them, and finally 
considering which of these capacities we actually have evidence for. I then 
discuss theoretical limits on cultural evolution, which include having sufficient 
information transmitted to support robust representations capable of supporting 
variation for evolution, and the need for limiting the extent of social conformity 
to avoid ecological fragility. Finally, I show how these arguments can inform 
several key scientific questions, including the uniqueness of human culture, the 
long lifespans of cultural species, and the propensity of animals to seemingly 
have knowledge about a phenomenon well before they will act upon it.
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1.	 Introduction

Why are humans the only species exhibiting exponentially accumulative culture? 
Language obviously currently facilitates this process, but language is also an ex-
ample of the sort of accumulated cultural artifact which needs to be explained. Re-
searchers have demonstrated that a wide variety of species — from apes through 
fish and ants — regularly exploit socially-transmitted behaviour (de Waal and Jo-
hanowicz, 1993; Laland and Williams, 1997; Whiten et al., 1999; Van Schaik et al., 
2003; Perry et al., 2003; Galef Jr. and Laland, 2005; Franks and Richardson, 2006). 
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Thus the basic capacity of social learning is present in these species, and has prov-
en adaptive at least in limited forms.

One way to approach this question is to postulate a large set of tradeoffs be-
tween different mechanisms for acquiring behaviour. If we extend the definition of 
learning beyond its ordinary-language sense to mean any mechanism of behaviour 
acquisition, then we can define a continuum of representations extending from ge-
netic coding to the current very-short-term perceptual memory an individual or-
ganism has for whatever image happens to be on its retina (Bryson, 1996). Along 
the way — for at least some species — there are intermediate repositories such 
as long-term individual memory, and the versions of these memories distributed 
through a population that make up culture. Thinking about learning in this way, 
we can ask why for some species learning is focussed at the purely genetic end of 
the spectrum, while for others individual experience and culture matter more.

In this article I attempt to answer this question by examining it from a com-
putational perspective. Theoretical computer science studies specifically what can 
be learned or computed in what sort of systems, and how much time it might 
take. The two key determinants for types of computation are representations and 
processes. Representations are simply the way in which information is encoded 
when it is inside an agent, and processing amounts to converting information from 
one form of encoding to another. For example, information about an environment 
might be transmitted to an agent in via light, and might initially be represented 
on the agent’s retinae as a relatively direct (though two-dimensional) mapping of 
brightness and location. Further cognitive processing results in the information 
also being represented in various parts of the agent’s brain as sets of edges, colours, 
objects, and egocentric locations. Under appropriate conditions of internal mo-
tivation, this information might be further processed into representations in the 
motor cortex that ultimately result in muscular contractions and thus action.

For the purpose of this article I define culture as any behaviour routinely ac-
quired from conspecifics by non-genetic means. The qualifier “routinely” implies 
that this is behaviour shared by some significant subset of an adult population, not 
just chance behaviour-patterns expressed by one or two individuals due to shared  
experience of a unique event (Bloch and Sperber, 2002).

Individual long-term memory does not exist in all species, and even where 
present, the extent to which it is general-purpose is often overestimated (Gallis-
tel et  al., 1991; Roper, 1983; Sherry and Schacter, 1987). Even simple stimulus-
response conditioning does not work for all stimuli to all responses. Pigeons can 
learn to peck for food, but cannot learn to peck to avoid a shock. They can, how-
ever, learn to flap their wings to avoid a shock, but not for food (Hineline and 
Rachlin, 1969). Similarly, rats presented with ‘bad’ water learn different cues for its 
badness depending on the consequences of drinking it. If drinking leads to shocks, 
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they condition to visual or auditory cues, but if drinking leads to poisoning they 
learn taste or smell cues (Garcia and Koelling, 1966). Such examples indicate that 
even forms of learning routinely considered to be associative in experimental psy-
chology are subject to genetic biases and constraints. It is precisely such biases 
and constraints towards the capacity to represent and process particular types of 
information that I hypothesise vary between species, and thus form proximate 
explanations of what behaviour acquisition capacities species possess.

In this article I review the representations underlying social learning. I do so 
by starting from a simplified taxonomy of social learning types observed in nature. 
I use this to suggest the representations that necessarily support these forms of 
learning, and to examine how much more complex or costly social learning might 
be than simple individual learning. Next I consider whether the learning neces-
sary for the culture we see in animal species is sufficient to produce the sort of cul-
tural accumulation we see in humans. To begin though, I provide background and 
motivation by demonstrating the potential utility of social learning and clarifying 
when this mechanism is useful for acquiring behaviour.

2.	 Motivation: The computational complexity of learning

Learning is easy. Assuming that all you mean by ‘learning’ is changing values inside 
a representation. Constraining learning so that it does something useful is the hard 
problem. This was the conclusion of Marler (1991) after he examined the sur-
prising diversity of mechanisms that have evolved to satisfy one relatively simple 
problem: the transmission of birdsongs between individuals of a species. This has 
also been the experience of artificial intelligence (Bishop, 2006). The lesson from 
machine learning is that the only way to get a learning system to do its work in 
a tractable amount of time is by appropriately restricting the conceptual space in 
which it will search for appropriate values (Wolpert, 1996). In Bayesian terms, 
the problem is selecting an appropriate class of models for the learning domain 
(Chater et al., 2006). These models are a necessary precondition for stating the 
learning-system’s prior expectations, which are then modified by evidence (per-
ception) to form the agent’s current theory of the world. These sorts of techniques 
and results derive from the formal analysis of the computational complexity of 
learning (Sipser, 1997). They also provide an explanation for the fact that the vast 
majority of individual learning in nature tends to be specialised to task (Gallistel 
et al., 1991; Roper, 1983).

Results concerning the computational tractability of learning in general have 
strong implications for social learning in particular. Even in species that do possess 
some general learning capacity, the probability of an individual stumbling across 
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a useful piece of knowledge within its lifetime might tend to be low. Where an 
individual agent, either animal or artifact, has some capacity for general learning, 
it may very well be in its interest to acquire knowledge that has already proven 
useful to other similar agents. This line of reasoning has lead to the recent surge 
in interest in culture and social learning (Schaal, 1999; Hurley and Chater, 2005; 
Wood and Bryson, 2007).

Although results concerning tractability, learning and concurrent processing 
are well established in computer science, to date they have not fully penetrated 
the social learning literature. Even leading researchers who strongly advocate the 
importance of social-learning phenomena like cultural evolution can still under-
estimate the computational power of a society of communicating learners. For 
example, Boyd and Richerson (1995, 1985) propose an explanation for limits on 
social learning which presumes that social learning is less adaptive relative to in-
dividual learning the faster the learners’ environment changes. This is because 
information not gained directly from the environment might be out-dated. An 
assumption of this model is that the only advantage of social learning is avoid-
ing the cost of exploratory behaviour, which may be dangerous. They assume that 
in the limit case, if no agent is learning from its own experience, then all agents’ 
knowledge will become out-of-date as the environment changes. They propose 
therefore that the faster the environment changes, the more agents should rely on 
individual learning.

This model of the tradeoffs does not properly take account of the full role 
of time in behaviour (including learning), nor of the impact of concurrency. If 
individual adaptation has been well-circumscribed by genetic evolution, then the 
main problem with individual learning is not how risky it is in terms of physical 
danger, but how improbable it is to learn at all. For many behaviours cognitive 
species such as higher primates engage in (e.g. nut cracking with stones, speaking 
English), discovery of a technique might be so unlikely that the temporal cost to 
an individual of learning it might be intractable. That is, without social learning 
only a very small percentage of individuals might ever learn the skill in their own 
lifetimes. In contrast, learning socially might take relatively little time, perhaps a 
few exposures to the correct technique being performed by a suitable model, plus 
some experimentation and refinement by the individual. Thus a rapidly changing 
environment might in fact favour agents that learn quickly socially.

Note that the seed ‘innovation’ that is passed through a society by this sort 
of process might not even be the result of deliberate individual exploration, but 
rather a chance event observed or even misperceived by conspecifics. Consider a 
herd of animals forced to cross a river — once the first few are successful in reach-
ing the other side, the following animals can attempt to follow the path of the new 
leaders. Where the number of behaviour options is large and their consequences 
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not evident, innovation by chance events might be nearly as likely as innovation 
through individual insight. From the perspective of a process of cultural evolution, 
whether a new behaviour was discovered by chance or insight is irrelevant. All that 
matters is whether the behaviour is prone to replication (Blackmore, 1999).

Evolution itself could be construed as a form of social learning under the 
definition proposed in this article’s introduction. A species accumulates a set of 
behaviours which are ‘remembered’ genetically. Of course, biological evolution 
is necessarily a slow process in that useful traits spread through a species only by  
transmission from parent to child. Conventional social learning introduces the 
possibility for a rapid spread of innovative behaviours between every member of a 
society. However, as I discuss below, there may be good reason for learning to be 
damped and slowed, and for limits on the pressure for behavioural conformity. But 
this discussion is best taken after we are more informed about the types of social 
learning currently observed in nature. For this I turn to examining its types and 
representations, with an eye to analysing their computational attributes.

3.	 Types of social learning

This section presents a simplified taxonomy of the forms of generic social learning 
generally considered to be exhibited in nature. This taxonomy is derived from some-
what more elaborate ones which have become well-established over the last decade 
or so following earlier efforts (Whiten and Ham, 1992). For more complete descrip-
tions, see Zentall (2001) or Whiten (2006). After presenting this taxonomy, I will 
analyse its implications for representational substrates, then critique its plausibility.

In the below descriptions, the term model refers to another agent that already 
holds and expresses a behaviour being socially learned. Modelling does not need 
to be deliberate.

–	 Social facilitation: Also known as contagious behaviour. The increased pro-
pensity to express an already known behaviour when others express it. The 
classic example is yawning. This mechanism may not in itself be seen as true 
learning since there is not necessarily a long-term change in behaviour. How-
ever, it can be part of a mechanism for learning to express a behaviour in a 
particular context.

–	 Local enhancement: An agent acquires a propensity to be in a particular area 
where it sees its model. This in turn (and in combination with other species-
specific biases) leads to the agent displaying a similar behaviour as its model. 
For example, an agent that follows a model into a patch of unfamiliar plants 
may discover subsequently that some of the plants are edible just through 
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random exploration. This is an example of social learning where a new behav-
iour is learned, but not directly from the model.1 Rather, a small amount of 
information from the model facilitates individual learning by the agent.

–	 Stimulus enhancement: An agent becomes interested in an object another 
agent has acted upon, and in the course of exploring that objects discovers af-
fordances known to the previous agent. It thus now expresses a new behaviour, 
again similar to its model.

–	 Goal emulation: An observing agent notices the model has accomplished 
something interesting, and acquires the goal of accomplishing the same thing. 
Again, with enough species-specific and/or environmental constraints, the 
end behaviour itself may be quite similar, or the agent may find quite a dif-
ferent way of achieving the same goal. But the agent’s new behaviour would 
have been very unlikely to be expressed without the observation of the model’s 
original achievement.

–	 Program-level imitation: Postulated originally by Byrne (1995) and elaborated 
with further evidence by Byrne & Russon (1998), program-level imitation is 
the acquisition of sequential or even hierarchical ‘plans’ organising actions into 
complex behaviours. Byrne & Russon (1998) give the example of an orangutan 
living near a camp that begins doing laundry. This is also sometimes referred to 
as ‘staged emulation’, because the individual actions are not necessarily learned 
new, but rather the combination of the actions are associated with each other 
and with a set of stimuli.

–	 Gestural- or vocal-script imitation: Temporally-precise replication of behav-
iour over a large number of degrees of freedom of continuous manual or vocal 
gestures. This element is the closest of this taxonomy to the ordinary-language 
meaning of imitation. An example would be copying everything, including a 
speaker’s accent and timing in repeating an exact verbal phrase, or imitating 
the timing and posture associated with an individual’s gesture or gait.

Notice that I have deliberately not included simple emulation or imitation here. I 
discuss this further in the Analysis section below, but briefly these terms have been 
subsumed by the more precise taxonomy elements I do list.

I also have not addressed highly specialised, species-specific, evolutionarily 
‘ritualised’ forms of learning, such as tandem running in ants (Franks and Rich-
ardson, 2006) or imprinting in some hatchling birds (Lorenz, 1937). As I discussed 
in the introduction of this article, the capacity for general-purpose learning in ani-
mals is probably overestimated. However, Lorenz (1937) discriminates imprinting 
from associative learning in several ways:

1.	 it occurs in a particular period in life,
2.	 it is irreversible and unrepeatable, and
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3.	 acquisition of the stimulus is completed long before the response behaviour is 
expressed.2

Thus in this case the behaviour is nearly entirely specified genetically, with only 
small details that cannot be learned by biological evolution (like individual varia-
tion in mothers’ appearance or the location of a nest) left to individual adaptation.

4.	 Primitive elements of social learning

What does this taxonomy imply about the computational properties of animal 
social learning? To answer this question, we first need to attempt to analyse how 
these forms of social learning might be implemented. In this section, I consider 
what elements must constitute the capacities described above.

Computer scientists — including those who build Artificial Life (ALife) and 
Artificial Intelligence (AI) — often speak of ‘primitives’. Primitives are the funda-
mental components, the building blocks of behaviour. Like atoms, these primitives 
are themselves constructions, e.g. in animals of some combination of neural cod-
ing, sensory organs and structural components, etc. But any particular descrip-
tion of behaviour requires discussion to be grounded in basic units at some level 
of abstraction. In ALife or AI the primitives are built in conventional computer 
code. The intelligence of the system then must express these primitives in reason-
able contexts and reasonable orders. There is some evidence that brains also work 
this way. Complex gestures and stimuli can be represented by single nerve cells as 
witness by the cells’ response to these stimuli (Rizzolatti et al., 2000; Perrett et al., 
1987). Further, stimulating single cells can result in complex behaviour expression 
such as taking a hand from the ground to the face while simultaneously opening 
the mouth (Graziano et  al., 2002). While clearly entire systems are required to 
analyse the stimuli or construct the response, the fact that these single-cell rep-
resentations exist indicates the brain is indeed hierarchically organised, with ex-
ecutive systems ordering the primitive actions (Prescott, 2007) and the cerebellar 
system providing overall fluency and coherence (Altman & Bayer, 1996).

The first stage in understanding computation is to understand the ‘data struc-
tures’ or representations that are being manipulated (Abelson et  al., 1996). By 
representation I mean the stored form derived from experience which is used to 
generate action.

In an attempt to understand the representations underlying social learning, I 
will begin by defining a few primitive cognitive capacities. Each of these is a percep-
tual process — a function that transforms sensory input into a useful representa-
tion. Notice that not all of these primitives will necessarily appear in the final theo-
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ry. Rather, I am starting with a set of primitives I believe underly common theories 
of social learning. This article will not in the end necessarily support all of them.

–	 Context Identification The learning necessary to recognise a particular stimu-
lus or, more likely, stimulating situation. This is a form of perceptual memory. 
It cannot be a simple retinotopic map (e.g. to remember an image), since exact 
visual context matches are exceedingly rare. Rather, it must be sufficiently ab-
stract to generalise across differences such as relative distance or changes in 
light conditions.

–	 Goal Mapping is attribution to another agent of a particular aim, desire or 
intent. It is generally believed that such goals can only be identified through 
being mapped to a similar sort of aim, desire or intent of the observing agent. 
For example, “Maybe she did that because she was hungry [as I am].”

–	 Action Mapping is the association between a behaviour or element of a behav-
iour from the observed animal to a similar behaviour within the repertoire of 
the observer. To keep things simple, we take ‘behaviour’ in a very general sense 
here, including perceptual acts such as focusing attention necessary to a task, 
as well as gross motor movement.

–	 Body Mapping is the identification of a particular body part of an observed 
agent to a corresponding body part of the observer. Although once thought 
a cognitive task (Piaget, 1964), this is now seen as some combination of an 
evolved and / or a developed perceptual capacity (Meltzoff and Moore, 1983; 
Rizzolatti et al., 2000; Hurley, 2005)

–	 Coordinate Mapping is the identification of a particular location in space with 
respect to the observed agent to the equivalent egocentric-space coordinate of 
the observer.

The above primitives create semantic-like content necessary for intelligent action. 
Notice that their definitions also necessarily imply another, more basic set of rep-
resentational primitives: contexts, goals, actions, body parts, and coordinates.

In addition, constructing intelligent behaviour from the above may require 
more syntax-like process primitives — capacities such as:

–	 the ability to associate two primitives, for example a context to a goal,
–	 the ability to chain two items, for example two sequential steps in a 

procedure,
–	 the ability to heighten attention to a particular context or aspect of context, 

and
–	 the ability to desire (acquire) a new goal.

Again, I am not proposing that all these capacities are available in all (or even any) 
agents capable of social learning. I am claiming that these capacities are needed 
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in order to display all the forms of social learning mentioned in the original tax-
onomy of social learning.

5.	 Analysing the taxonomy

There can be no social learning without individual learning, since individuals per-
form social learning. In fact, social learning might be seen as one or more special 
forms of individual learning. Constraints to facilitate learning (as were described 
in the first two sections of this article) may have evolved in order to take best ad-
vantage of the information available from conspecifics (Bryson and Wood, 2005; 
Bargh and Chartrand, 1999; Wood, 2008). Examples of such useful constraints 
range from predispositions to visually attend to conspecifics through giving more 
weight to imitating individuals with higher prestige.

In this section I look for the simplest, most parsimonious computational ex-
planations for the types of social learning found in the established social-learning 
taxonomies, which I described two sections ago. This analysis is done in terms of 
the primitives just described. There are three questions I wish to address with this 
analysis:

1.	 Can the observed capacities for social learning tell us anything about our rep-
resentational capacities?

2.	 Can we simplify or eliminate any of the assumptions currently existing in the 
literature?

3.	 Is there anything about human social learning that might explain (rather than 
be explained by) the great extent of our cultural accumulation?

In the 1990s there was considerable discussion about whether there was any evidence 
in nature (excluding humans) for social learning in general and imitation in partic-
ular (Whiten and Ham, 1992; Tomasello and Call, 1997; Dautenhahn and Nehaniv, 
1999). Imitation came to be defined in some circles as occurring only when a “truly 
novel action” was acquired. Social influence on the production of known actions 
became known as emulation. In terms of the taxonomy I’ve presented, one of the 
significant debates at the time concerned whether something akin to program-level 
imitation (which one might also call “staged emulation”) could be used to compose 
a novel act and create true imitation, or if only a process more like script imitation 
qualified. Since the focus of this article is on mechanisms and their computational 
properties, I eschew the semantic debates, although the arguments that came from 
them have certainly informed the taxonomy and this analysis. I have avoided using 
either imitation or emulation except when qualified to specify my meaning.
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5.1	 Simple social learning mechanisms

Social facilitation, location enhancement and stimulus enhancement are very little 
more than ordinary individual learning, at least in terms of the mechanics of the 
learning. Location and stimulus enhancement assume context identification, plus 
either an association with an established behaviour or individual learning of new 
behaviour, either of which occurs as a consequence of being attentive to the loca-
tion or stimulus. These forms of social learning in no way assume goal, action or 
body mapping. In fact, social facilitation requires no learning at all. However in 
the case where the social facilitation keeps happening in the same context, it may 
result in learning by increasing the probability of associating that context with a 
known action (Chartrand and Bargh, 1999; Eenshuistra et al., 2004). A possible 
example of learning resulting from social facilitation might be the gradual tun-
ing of the context in which innate warning cries are expressed by vervet monkeys 
(Seyfarth et al., 1980).

Goal acquisition through goal emulation might seem as simple as stimulus 
enhancement, since it might also require the acquisition of a single primitive ele-
ment, the goal. However, motivations are fundamental to an agent’s intelligence. 
It is not easy to see how a totally new goal — with its attendant drives and emo-
tions — would be incorporated into an agent. Goal emulation may be more like 
operant conditioning. An action or a perceptual context might become identified 
with a pre-existing drive, and thus become desirable itself. This reduction can be 
applied to simplify or eliminate goal mapping as a primitive. Goal emulation could 
be accounted for through action mapping, with the additional recognition or as-
sociation of the observer’s own desire to its perception of the target’s action. If the 
two animals are in a similar state, whether due to shared history (e.g. a troop hasn’t 
eaten yet today) or shared responsiveness to a perceptual context (e.g. an innate 
fear of loud noises), then the probability of sharing a drive may be high enough for 
reasonably accurate learning to occur.

At its simplest then, goal emulation might be viewed as the association of a 
behaviour to a context, where that context is some combination of a perceptual 
context and an internal drive. Put even more simply, it is socially acquired stimu-
lus and response.

5.2	 Program-level imitation

Program-level imitation is essentially an ordered set of goal emulations — a struc-
tured association of contexts to actions. Note though that this is the first type of 
learning specified which requires more than simple associative links between ge-
nerically useful context and action representations.
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The extent of the “structure” in the structured association is much debated. It 
is tempting to take what appears to be the simplest explanation, and assume that 
simply associating sufficient perceptual context (perhaps including recent mem-
ory of prior events) to action responses will allow an otherwise undifferentiated 
set of stimulus-response pairs to form the representation for learning a new task. 
However, this is not what humans or animals appear to do. In extensive experi-
mentation with modelling human learning, Anderson et al. (1997) determined 
that intelligence driven by sense-action pairs requires specification of a subset of 
pairs to be active in a particular task context. Even within the task-specific subset, 
they also require each pair to be associated with a probability for being useful, 
referred to as a utility value. In my own research, I have found evidence that even 
this amount of information is not sufficient. Rather than probabilities of success, 
accurate representations of priority of one task-element over another are needed 
to guarantee task consummation. We have evidence that this better describes the 
behaviour of monkeys at least (Wood et al., 2004; Bryson and Leong, 2007), as well 
as being a useful representation for organising artificial intelligence (Bryson and 
Stein, 2001; Bryson, 2003).

From the computational perspective, it is easy to see why animals would need 
this restriction of scope. First, if search is sequential — which for some cognitive 
tasks seems to be the case (Horowitz and Wolfe, 1998) — then searching more op-
tions takes a longer time. Secondly, even if the search can be done concurrently, it 
might be difficult to discriminate between a large number of alternatives reliably 
(von der Malsburg, 1995; Cowan, 2001). Thus forming hierarchical associations 
between a higher-level goal context with a prioritised set of (sub-)goal emulation 
pairs might be a sensible structure. However, we have known since Lashley (1951) 
that some action chains are stored as simple sequences with no intervening per-
ceptual-context checks. There is simply no other way to account for their speed of 
execution (Davelaar, 2007).

Forming and ordering the goal-emulation pairings may be two functions of 
two different regions of the hippocampal complex (Bryson and Leong, 2007). 
There is also evidence of neural representations for meta-level task information 
such as sequence ordering or identifying the present task (Tanji, 1996; Fogassi et 
al., 2005; Iriki, 2006).

Whiten (1998) has reported that chimpanzees not only imitate sequential3 behav-
iour, but do so more accurately on subsequent trials if the demonstration is repeated. 
This increase of fidelity — essentially moving from goal emulation to program-level 
imitation — might result from individual learning of the affordances of the task 
during the course of early imitation attempts. Once affordances are known, they can 
provide lower-cost (more abstract) representations and thus facilitate more detailed 
learning. Or there may be a social drive to emulate with more care when prompted 
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by a repeated demonstration. However, these increasing-fidelity results have not yet 
been well-supported through replication, although the hierarchical structure of so-
cial task learning has, at least in young children (Whiten et al., 2006).

5.3	 Vocal- and gesture-script imitation

There is one further type of social learning and underlying representation that I 
would argue is not well described in the currently popular taxonomies (Zentall, 
2001; Whiten, 2006). Humans, songbirds, and a few other species are capable of 
temporally-precise imitation of vocal and physical gestures on a large number of 
axes, or degrees of freedom. Examples of these axes in the case of vocal imitation 
are: volume, pitch, timbre, and formants; all of which can be replicated with high 
precision and in precise and temporally-accurate sequence. In the case of manual 
gestures, the same precision and temporal accuracy hold for a large number of 
different joint angles. Such a performance requires encoding a high-information-
content temporal script which are fundamentally different from the sorts of repre-
sentations described above, not least because they have precise duration.

One might imagine that gestures could be extended sequences of many body 
or coordinate mappings — a sort of mega-program imitation. However, as ex-
plained in the previous section, it is well-established that there is no neurological 
means by which some of our most-rapid sequences of action expression can be 
launched by individual context triggers. Rapid sequences must be set in motion 
as a unit with special neurological mechanisms providing timed release control 
(Lashley, 1951; Henson and Burgess, 1997; Davelaar, 2007). Presumably, script 
imitation would also require such special mechanisms.

The special case of vocal imitation in songbirds (and some other birds) has 
been the subject of extensive neuroscience research (Leonardo, 2004). The upshot 
seems to be that male songbirds exploit a specialised neurological substrate for 
learning songs, and that this substrate is not capable of learning and production si-
multaneously. Similar constraints have been found in humans, indicating humans 
act using at least some of the the same representational substrate they use to learn 
(Müsseler and Hommel, 1997).

While the neuroscience of human vocal and gesture imitation is not yet as 
well-understood as in birds, it may well have similarly dedicated mechanisms 
(Doupe and Kuhl, 1999). Pöppel (1994) documents a privileged representation 
of “phrases”, within which humans are capable of precise temporal memory and 
replication. These have a maximum duration of two to three seconds — the exact 
duration seems to be under intelligent (though not deliberate) control and situa-
tion-appropriate. That is, we tend to remember salient phrases of speech, music or 
gesture with appropriately-lengthed memory. The maximum possible duration of 



© 2009. John Benjamins Publishing Company
All rights reserved

	 Representations underlying social learning and cultural evolution	 89

such episodes is presumably a cognitive constraint. Pöppel (1994) draws attention 
to the fact that most poetry and music consists of phrases of this length.

I believe the capability for high-fidelity, temporally-accurate gesture imitation 
may be the key to the puzzle posed in the introduction to this article — why human 
culture is different, at least from other primates’. I will discuss these implications 
further in the Culture section below. But at the level of representations, the most 
relevant data comes down to a lack of evidence that primates other than humans 
are capable of temporally-precise gesture or vocal imitation (Fitch, 2000; Bispham, 
2006; Fitch, 2007). There is no documentation of vocal imitation, entrainment or 
the like in primate species despite extensive observation and in the case of some 
language experiments active coaching. Vocal imitation does exist in some marine 
mammals, bats, birds and elephants where it seems to play an important role in 
social signalling and bonding (Poole et al., 2005; Beecher and Campbell, 2005).

Of course, in non-human animals it is difficult to distinguish for certain 
whether negative results indicate a lack of the target capacity in the animal or a 
lack of experimental ability to elicit the behaviour. However, humans have a strong 
tendency for entrainment — the tendency to follow a rhythm being produced by 
another. The strength of the tendency is partially indicated by the English idiom 
of “falling into step”. For a human, resisting entrainment is like resisting gravity, it 
takes conscious will. However, there are no reported cases of other primate spe-
cies entraining to the same rhythm, even where there has been effort to coax it 
(Bispham, 2006; Fitch, 2007).

If apes are not capable of what I am calling here gesture-script imitation, how 
can they perform “do as I do” tasks? These involve imitating the gestures of a dem-
onstrator (normally human) such as clasping one’s self, or jumping up and down 
(Custance et al., 1995). These sorts of imitation certainly do require sophisticated 
body mapping, and some process of action sequencing. But because chimpanzee 
and human bodies are similar, it may be that a temporally-low-resolution repre-
sentation — snap shots of the body configuration at the start and end points — is 
sufficient to generate comparable actions within the tolerance required by those 
coding this research (Custance et al., 1995). In fact, in less-closely related spe-
cies, less-careful body mapping is sometimes demonstrated (Custance et al., 1999; 
Topál et al., 2006). Even in human children, precise body mapping is only followed 
when the children assess it to be an important part of the demonstration (Gergely 
et al., 2002). Thus while “do as I do” can be quite sensibly categorised as gesture 
imitation in ordinary language, in the context of this paper it does not fall into this 
category because it does not require a rich, temporally-precise script. Rather, it is 
either directed social facilitation if the end-point positions are familiar and easily 
recognised or goal emulation otherwise.
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5.4	 Conclusions

The evidence of the previous section leads to the following conclusions about the 
representation of social learning:

–	 The majority of social learning observed in nature does not require compu-
tationally complex information to be transmitted between the individuals. 
There is no need for precise locations, postures, temporal measurement, or a 
count of iterations involved in steps with distinct cycles. Rather it can mostly 
be summarised as learning salient contexts — a capacity any intelligent species 
already requires. The difference in social learning is that salient contexts are 
flagged by the presence or attention of a model. In some cases, actions appro-
priate to those contexts also need to be learned.

–	 Internalising the entire motivational content of novel goals is probably not 
necessary. Rather goal acquisition probably consists of mapping of desires to 
new contexts for satiating existing emotions or drives.

–	 There is some evidence that some species may learn structures (such as se-
quences or hierarchies) of context / goal pairings. This has mostly been sug-
gested in primates to date, but even here the evidence is generally considered 
equivocal.

–	 Species that perform temporally-precise vocal (or other gestural) imitation 
require a different, specialist representation to encode temporal scripts con-
taining far more information than ordinary social transmissions.

6.	 What makes humans different?

I now return to the question of why humans are unique in having exponentially 
accumulating culture. My explanation hinges on a difference in representational 
capacities, described in the previous section — in particular, that for storing and 
recalling short temporally-precise scripts.

6.1	 Accelerating cultural evolution

That humans have this extra capacity other primates do not is probably an ac-
cident of sexual selection. For example, our ancestors may have pair-bonded 
through duets, and this may have supplied selective pressure for vocal imitation 
(Vaneechoutte and Skoyles, 1998). My theory is that this accident (whatever its 
precise nature) provided us with a representation suitable for a memetic cultural 
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evolution explosion, similar to the sudden increases in diversity of life we see in 
paleontological history.

There has been a lot of attention to innovation in recent literature regarding 
evolution (both cultural and biological), but this obsession can lead to neglect-
ing the difficulty of preserving “good tricks” (Dennett, 1995) once discovered or 
stumbled upon (Dawkins, 1976). Random variation cannot be entirely guarded 
against. Variation is key to evolution — there must be something to select between 
for directed change to occur. On the other hand, the most important information 
can be well-defended. One of the key mechanisms for doing this is redundancy. 
If one copy of a key instruction is corrupt, there might be another copy available. 
For example, if a core system of development fails, other systems may be able to 
compensate (Winslow et al., 2007).

Much more information is stored in the two-to-three second phrases of de-
tailed transcription that I have postulated underly our capacity for gesture imita-
tion than in the simple context-action pairs underlying programme-level imita-
tion. It is like the difference between a black-and-white photograph and a film 
with sound and colour. Thus knowledge represented in this information can be 
highly redundant, as we know language is (Buzo et al., 1980). My suggestion is 
that this redundancy provides the robustness necessary for important information 
to be stored, but ignorant, unsupervised processes of variation still operate, oc-
casionally introducing new features of greater utility. Thus the difference between 
our culture and the culture of our fellow apes might be as vast as the difference 
between simple replicating chemicals in the “primordial soup” and the complex 
genetic code of eukaryotes.

I’ve discussed support and implications of this idea at greater length elsewhere 
(Bryson, 2008). Briefly these amount to known results in genetic algorithms con-
cerning redundancy and complexity (Burke et al., 1998), and a set of theories on the 
origins of language that postulate that evolution of language from crossover-like 
operations on standard primate long calls, which imply semantics-laden phrases 
preceded the evolution of a lexicon (Wray, 1998; Arbib and Bickerton, 2008)

6.2	 Representations of Self and Other

My theory stands in contrast to some other recent but well-developed theories of 
human uniqueness, which have to do with the capacity for representing and rea-
soning about the self and others (Stiller and Dunbar, 2007; Moll and Tomasello, 
2007). Essentially, cooperative behaviour like language and culture is considered 
more evolvable if the agent can represent both its own needs and the needs of the 
other. This is because global optima can be conceived of, recognised and then 
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made into goals. The situation improves further if agent A can reason about agent 
B reasoning about agent A.

I am quite convinced that these sorts of cognitive capacities, now present, ac-
celerate the development of culture and human society. However, we know that 
they are not necessary for the evolution of altruistic behaviour like cultural com-
munication (Nowak, 2006; Čače and Bryson, 2007). My own suspicion is that these 
capacities are themselves, like language, another example of the cognitively-useful 
culturally-provided mechanisms we are now good at accumulating. Although al-
truistic giving and goal assistance is displayed in strikingly young children (Moll 
and Tomasello, 2007), these children have all been raised from birth in strongly 
social contexts. While some social behaviour has no doubt been canalised in the 
million years since we have been using advanced stone tools (Ambrose, 2001), this 
doesn’t indicate that such capacities were necessarily the initial catalyst for rapid 
cultural accumulation. Given their late appearance in ontology (Piaget, 1964), ac-
tual cognitive reasoning about others’ notions of oneself would probably not arise 
without tutelage, even if there is some level of genetic predisposition. Parents are 
strongly motivated to provide such tutelage since they want their children to pre-
dict and accommodate their own behaviour.

6.3	 What limits cultural evolution?

Even if the above hypothesis about why human capacities for social learning are 
unique is correct, it does not in itself explain why more species don’t exploit social 
learning to a greater extent than they currently to. As I argued before, memetic 
evolution has the potential to be a powerful means for discovering and dissemi-
nating new and more optimal behaviour. However, I believe that even where such 
cultural evolution exists, it must co-evolve with a set of constraints that damp its 
effects on the society and its ecosystem.

In the most basic case, this is obvious if you think about it — if you are in a 
room with other people, look around yourself. Would it be a good idea if all of you 
converged on identical behaviour right now? Would you all even fit in the same 
chair? Whatever the ‘crossover’ equivalent is in a type of social learning — the 
mechanism of recombining good tricks from other conspecifics — it must main-
tain diversity in order to support individual survival.

Some people worry that this kind of argument is group-selectionist — why 
should an individual take on greater risk by assuming a more variant position? 
Firstly, in terms of biological variation it is not the individual that determines its 
variation, but its parents. If the environment is volatile, it may be in the interest 
of the parents’ genes to produce a variety of offspring. This genetic variation in 
turn varies the optimal behaviour for the individual, since genetically different 
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individuals may find themselves ‘fittest’ at different survival strategies. Secondly, 
there may be no obvious evidence that one slight variant in behaviour is better 
than the next. Animals tend to be good at distributing themselves over available 
foraging resources in proportion to the resources’ value (Seth, 2007). But finally, 
altruistic behaviour is actually fairly easy to evolve in vertebrate circumstances. 
These include living in a world where your current location is determined by your 
previous one and having a lifespan that overlaps with your offspring and parents’ 
(Mitteldorf and Wilson, 2000; Nowak, 2006; Taylor and Irwin, 2000; Čače and 
Bryson, 2007).

In this case, what pressures do damp the utilisation of social learning? There 
may be selection against excessive conformity due to longer-term consequences, 
such as population booms and busts. When a new, rich food source is discovered 
a population might rapidly expand while exploiting it, but if the resources is over-
exploited to extinction then the subsequent stress to the population might lead to 
a demographic crash risking extinction.

Perhaps social learning is not only a valuable source of new behaviour, but 
also a risky strategy prone not only to some probability of spreading negative traits 
(Bechlivanidis, 2006), but to positive feedback cycles such as I have just described. 
In that case, we may find that where social learning exists it has been stabilised 
with co-evolved limits and damping mechanisms. For example, an action may be 
‘learned’ in some sense quickly, but its expression inhibited in most circumstances 
until sufficient social cuing releases the behaviour. This is one way to control for 
noisy input, and may be useful for individual learning in general, but particularly 
for the cases concerning social learning.

This perspective has implications for a number of open research questions.

–	 Why do cognitive species have such extended periods of development? A long de-
velopment period is necessary for any species that learns novel behaviour (and 
so is a candidate for cultural evolution) because individual experiences must 
be aggregated and integrated (Barrickman et al., 2008). Development, with its 
different phases of specialised learning, may hold key biological constraints 
for facilitating cultural evolution.

–	 Why do primates learn to recognise behavioural patterns more quickly than they 
learn to express them? This phenomenon, also described as “looking vs. know-
ing” or “perceiving vs. acting”, has been well-documented in infants (Spelke et 
al, 1992; Hood et al., 2000) and monkeys (Santos and Hauser, 2002; Hauser, 
2003). As per the above arguments, it may not be a good idea to act on knowl-
edge too early. However, relatively uncertain knowledge may safely be used to 
inform choices in observation. This increases the probability that the scarce 
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resources associated with learning (see the Introduction) will be focussed on 
something that needs their attention.

–	 Why are humans the only species that have rapidly accumulating cultural evolu-
tion? Being the only species capable of transmitting precise temporal scripts 
(possibly, but not necessarily, through vocal imitation) may give us two ad-
vantages. First, we may be better computational platforms for cultural evolu-
tion because our base representation for the cultural ‘genotype’ carries enough 
information to protect critical information while allowing unsupervised 
variation. Second, also because we can transmit more information faster, we 
can transmit culturally not only actions but principles for applying them. Thus 
the limits and damping systems can be customised and transmitted memeti-
cally along with the behaviour itself, rather than having to be entirely biological 
or genetic.

7.	 Summary

I began this article by discussion the computational difficulties of all learning 
(broadly defined), and described the potential computational advantages of social 
learning as a special case. In this I critiqued the Boyd and Richerson (1995, 1985) 
account of the tradeoff between individual and social learning, showing that in 
fact the power of concurrency — of many agents trying to learn in parallel — can 
lead to society members learning about environmental change much more rapidly 
than if they had each been searching on their own.

I next described a simplified social-learning taxonomy drawn from extant 
proposals, then provided a novel account for the representational and process re-
quirements necessary for each element of the taxonomy. I used this to explain that 
most social learning is relatively simple for a species capable of individual learn-
ing, with the exception being a special capacity for learning temporally-precise 
‘scripts’ on a large number of axes. Of the primates, only humans appear to have 
this special representation, and I suggest some combination of this capacity and 
our other cognitive capacities derived from being an ape is what made humans 
capable of cultural accumulation.

Finally I discussed why, given that social learning is powerful and accessible, it 
is not used more widely. Here I suggest that cultural evolution may require damp-
ing so that sufficient variation exists that a society is not competing within itself 
too extremely, nor subject to other negative consequences of overwhelming posi-
tive feedback.
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Notes

1.  In fact my example is deliberately ambiguous as to whether the model was familiar with the 
food or not, though the canonical example is a mother duck leading ducklings.

2.  “To explain the process in question [imprinting] as one of associative learning, one would 
have to assume that the reaction is, in some rudimentary stage, already present at the time when 
its object is irreversibly determined, an assumption which psychoanalysts would doubtless wel-
come, but about which I have doubts.” (Lorenz, 1937)

3.  Possibly hierarchical, see Whiten, 1998 p. 280.
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